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Abstract

This paper describes the HU-HHU sys-
tem that participated in Sub-task B of
GermEval 2017, Document-level Polarity.
The system uses 3 kinds of German senti-
ment lexicons that are built using transla-
tions of English lexicons, and it employs
them in a neural-network based context-
dependent sentiment classification method.
This method uses a deep recurrent neural
network to learn context-dependent senti-
ment weights to change the lexicon polarity
of terms depending on the context of their
usage. The performance of the system is
evaluated using the benchmarks provided
by the task’s organizers.

1 Introduction

Sentiment lexicons are known as useful language
resources in sentiment analysis systems that de-
termine the sentimental orientation of terms out
of context. As manually creating such lexicons is
expensive and time-consuming, one possible so-
lution is to translate English resources into other
languages (Waltinger, 2010; Ucan et al., 2016).
However, natural language is ambiguous and word
by word translation cannot achieve satisfying re-
sults; terms can possess more than one sentiment
and can express different sentiments with respect
to the context. In this case, sense-based sentiment
lexicons, like SentiWordNet (SWN) (Esuli and Se-
bastiani, 2006), assign polarities to word-senses
instead of words. However, the number of word-
senses cannot necessarily be the same for two terms
that are translations of each other. Moreover, not
all word-senses of a term may express subjectiv-
ity in a language (Akkaya et al., 2009). There-
fore, we generated a sentiment lexicon for German
that takes into account SWN synsets. To map sub-
jective synsets to German terms, we extended the

approach used in the HUMIR1 project (Naderalvo-
joud et al., 2017) for applying it to German lan-
guage. This approach creates a cross-lingual sense
mapping between the SWN synsets and German
terms and produces a single polarity value for each
term. This value indicates the strength of subjectiv-
ity according to the number of mapped synsets. In
fact, the polarity and the number of English synsets
associated with each term constitute the domain of
German terms’ sentiments.

Besides this lexicon, we also employ two other
German sentiment lexicons proposed in (Waltinger,
2010) that are translations of English Subjectivity
Clues (Wilson et al., 2005) and SentiSpin (Taka-
mura et al., 2005) lexicons. Three online English-
to-German translation softwares have been used in
constructing the German lexicons; a German term
that appears in most of translation results is selected
as a translation of the given English term. While
the polarity values of German Subjectivity clues
are assigned manually, they are inherited from the
corresponding English resource for German Sen-
tiSpin.

The sentiment lexicons generated is employed
in a context-dependent sentiment analysis system
that uses a deep recurrent neural network (RNN) to
capture the contextual sentiment modifications that
can change the prior known sentiments of terms
with respect to the context. After describing the
construction of the proposed German SentiWord-
Net lexicon in Section 2, we explain the sentiment
analysis system we used in Section 3. Section 4
reports the evaluation results. Finally, Section 5
presents the conclusion.

2 German SentiWordNet Lexicon

The proposed German SentiWordNet lexicon is
constructed by the following three main steps using
the Open Subtitle Corpus (Tiedemann, 2009) for

1http://humir.cs.hacettepe.edu.tr/projects/tsa.html



the German–English language pair: (1) We first
generate a cross-lingual distributional/statistical
model to represent subjective English terms2 in
the German language vector space. In this model,
each English term is represented by a distributional
semantic vector whose elements are German terms
(Naderalvojoud et al., 2017). (2) The generated
model is used to represent the SWN synsets. To
represent synsets, the semantic vectors of the synset
terms are summed up. (3) Synset mapping is ap-
plied to the reduced semantic vectors3 for mapping
German terms to subjective SWN synsets. We sup-
pose that German terms with high frequency in the
semantic vector are more likely associated with the
given synset.

As a result of this approach, we achieved two lex-
icons of 14,309 (named SWN1) and 43,790 (named
SWN2) German subjective terms by using two
different corpora having 70,534 and 13,883,398
movie subtitles, respectively.

3 Context-Dependent Sentiment Analysis
Using Deep Learning

We use deep learning to capture the implicit
sentiment knowledge contained in the seman-
tic/syntactic structure of a sentence. In fact, the
prior sentiment of terms in the lexicon can be
changed based on the negation, intensification, or
semantic structure of terms in the context. For ex-
ample, the positive sentiment of “good” is shifted
to negative in the sentence “Nobody gives a good
performance in the team” by the word “nobody”.
A similar situation can be seen for the word “great”
in the sentence “He was a great liar” and its posi-
tive sentiment (based on the lexicon) is shifted to
negative. Thus, the use of sentiment lexicons with-
out consideration of the context cannot achieve a
satisfying result.

In the sentiment analysis method we use, the
contextual sentiment knowledge is combined with
the terms’ prior sentiments. To this end, we employ
a context-sensitive lexicon-based method proposed
in (Teng et al., 2016). In this approach, the senti-
ment score of a sentence is computed based on the
weighted sum of the polarity values of the subjec-
tive terms obtained from the lexicon. The learned

2A term is subjective if it has at least a synset with non-
zero positive or negative polarity value. SWN includes 29,095
subjective synsets; the number of synset terms belonging to
these subjective synsets is 39,746.

3For synset mapping, we reduced the dimension of vectors
to 10 by selecting the most frequent terms.

weights are considered as context-dependent fea-
tures that modify the prior polarity values of terms
with respect to the context. Therefore, the effects
of negation, shifting and intensification can be con-
sidered in the sentiment classification task. The
overall structure of the model is simply shown in
Eq. 1.

Score =
N

∑
k=1

γk ×LexScore(tk)+b (1)

In Eq. 1, N denotes the number of subjective terms
in the sentence, LexScore(tk) is the polarity value
of term tk in the lexicon, γk is the context-dependent
weight of term tk and b is the sentence bias score.

To Learn γ and b, following (Teng et al., 2016),
we employ a recurrent neural network (RNN)
model with bidirectional long-short-term-memory
(BiLSTM) cells (Graves et al., 2013; Sak et al.,
2014) for extracting the semantic composition fea-
tures.

We use the sentiment annotated data provided by
the task organizers (Wojatzki et al., 2017) for train-
ing the model. The German FastText pre-trained
word embeddings4 are used in generating the model
in combination with the German sentiment lexi-
cons. We tune hyper-parameters of our model using
the obtained classification results on the develop-
ment set.

4 Evaluation Report

We evaluate the proposed sentiment model using
customer reviews about “Deutsche Bahn” provided
by the task organizers5. Table 1 shows the statistics
of data in three categories, “positive”, “negative”
and “neutral”. In order to show the significance of
contextual sentiment analysis, we also indicate the
contextual ambiguity of the training set by relying
on the occurrence of subjective terms in irrelevant
reviews. For example, in Table 1, while column
“NegInPos” shows the percentage of positive re-
views with negative clue terms, the column “PosIn-
Neg” indicates the occurrence of positive clue terms
in negative reviews. The most important point is
the occurrence of subjective terms in the neutral
reviews (column “SubInNeu”) which can make it
hard to distinguish neutral reviews from subjective
ones. The other observation is that the number of
neutral reviews outnumbers the positive and nega-

4https://github.com/Kyubyong/wordvectors
5https://sites.google.com/view/germeval2017-absa/data



tive ones. For example, only 6% of train reviews
are positive, whereas 68% are neutral.

Table 1: Statistics of dataset
Data Split All Pos 6% Neg 26% Neu 68%
train 19432 1179 5045 13208
dev 2369 148 589 1632
test-syn 2566 105 780 1681
test-dia 1842 108 497 1237
sum 26209 1540 6911 17758

Contextual ambiguity on the train set %
German Lexicon NegInPos PosInNeg SubInNeu
SWN1 100.00 93.18 100.00
SentiSpin 93.64 96.13 98.37
SubjectivityClue 98.05 72.80 98.73

As the train set is imbalanced, the performance
of the classification model can tend towards the
majority class (Naderalvojoud et al., 2015). As a
result of this, the micro F-measure value (which is
the shared task evaluation metric) is affected by the
majority class. Hence, we use the macro F-measure
value along with the micro score in the evaluation.

Table 2 indicates the best results on the devel-
opment set achieved from the shared task baseline
system (SVM) and our context-dependent system
(RNN). We select the model that produces the best
results on the development set for applying to test
set. As two lexicons generated from SWN achieve
the best results in comparison to two other lexicons,
we constructed two models according to these lexi-
cons for testing.

From the results shown in Table 2, the RNN
model outperforms the baseline system in all three
classes. While the baseline system yields weak
F-measure values for positive and negative classes,
the RNN-based system achieves F-measure val-
ues of 0.4533 and 0.6254. Despite the lack of
positive instances in the train set (6%), the RNN
model can achieve much better results than SVM
in combination with the proposed German SWN
lexicons. This can be also observed in the nega-
tive class in which the F-measure value increases
from 0.2212 in SVM to 0.6254 in RNN. Overall,
the change in Positive–Negative macro F-measure
value from 0.1173 (in Baseline-SVM) to 0.5394
(in SWN1-RNN) clearly shows the effect of the
proposed lexicon-based context-dependent senti-
ment analysis method. It is worth noting that a
German lexicon has been also used in the baseline
system, however, this system has not made an im-
pact on the sentiment classification result as much
as the proposed RNN model has made. Further-
more, while the German SentiSpin lexicon does
not improve the performance of the RNN model

in the positive class, the proposed German SWN
lexicons significantly improve its performance. Al-
though the German subjectivity clue lexicon per-
forms better than SentiSpin, the proposed German
SWN1 and SWN2 outperform it by 7% and 4% in
MacroF1(PN), respectively.

As the neutral class is the majority class in the
train set, all systems yield high F-measure values
for this class. Nevertheless, the RNN model in com-
bination with two German SWN lexicons achieves
the best results in terms of macro F-measure value
(0.6452, SWN1-RNN) and micro F-measure value
(0.7873, SWN2-RNN) over all classes.

Tables 3 and 4 show the results of the baseline
and proposed systems on the synchronic and di-
achronic test sets, respectively. From these re-
sults, we can observe that the proposed system
outperforms the baseline method by using all Ger-
man sentiment lexicons. In synchronic test set,
while the SWN1-RNN achieves the best macro
F-measure value (0.4907), SWN2-RNN yields the
best micro F-measure value (0.7494). In diachronic
test set, the RNN model with both German SWN
lexicons achieves the best micro F-measure val-
ues. However, they do not maintain this superior-
ity and the RNN model with German Subjectiv-
ity clue lexicon gives the best macro F-measure
value (0.5211). This may arise from the fact that
the polarity values of German Subjectivity Clues
are manually assigned. As a result, the proposed
context-dependent sentiment analysis system per-
forms well in combination with the German SWN
lexicons and remarkably outperforms the baseline
SVM model.

5 Conclusion

This paper presented the sentiment analysis ap-
proach of HU-HHU system in the GermEval 2017
shared task. In this approach, an RNN model
is used to learn the context-dependent sentiment
weights that can change the lexicon polarity of
terms depending on the context. As shown in the
empirical evaluations, compared to the baseline
system, this approach significantly improves the
performance of the sentiment classification task.
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